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Figure 1: Two collaborators are reviewing a physical artifact remotely by using the ReMotion system while sharing information 
on a digital whiteboard. We show both sites (Left and Center). At each site, the system includes (Center): a Kinect Azure to 
capture body motions, a NeckFace system worn by the local user to capture head and facial expressions, the embodiment robot, 
and ArUco markers board used by the robot for position feedback. The ReMotion robotic proxy (Right) uses an omnidirectional 
platform for movement fexibility and an articulated display to render head orientation and facial expressions. 

ABSTRACT 
Design activities, such as brainstorming or critique, often take 
place in open spaces combining whiteboards and tables to present 
artefacts. In co-located settings, peripheral awareness enables par-
ticipants to understand each other’s locus of attention with ease. 
However, these spatial cues are mostly lost while using videocon-
ferencing tools. Telepresence robots could bring back a sense of 
presence, but controlling them is distracting. To address this prob-
lem, we present ReMotion, a fully automatic robotic proxy designed 
to explore a new way of supporting non-collocated open-space 
design activities. ReMotion combines a commodity body tracker 
(Kinect) to capture a user’s location and orientation over a wide 
area with a minimally invasive wearable system (NeckFace) to 
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capture facial expressions. Due to its omnidirectional platform, Re-
Motion embodiment can render a wide range of body movements. 
A formative evaluation indicated that our system enhances the 
sharing of attention and the sense of co-presence enabling seamless 
movement-in-space during a design review task. 
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1 INTRODUCTION 
Design activities, such as brainstorming or critique, often take place 
in open space settings around physical artifacts and whiteboards. 
In such settings, designers move from one locus of attention to 
the next. In front of the board, they may move from side to side 
to look at diferent ideas presented on the board. They may also 
move away from the board and switch their attention to a table 
to review and discuss a physical model [30]. Because of this, un-
derstanding one another’s body position and pose plays a crucial 
role in the group dynamic and joint understanding of the current 
design process [17]. Relative distances and orientation also help par-
ticipants to manage coupling, whether they are working together 
or alone [17, 30, 65]. Head orientation is often used together with 
body movements to help people more accurately estimate partners’ 
attention [43] or to send signals of agreement, disagreement, or 
back channelling [39]. In addition, pointing at surrounding objects 
in open-space is important to share the understanding of deictic 
reference [9, 17]. 

In co-located design practices, awareness of one another’s atten-
tion and location is easily achieved due to the peripheral awareness 
through which participants can quickly gather information about 
the workspace and their co-worker [18, 59]. Once collaborators 
are geographically distributed, establishing mutual understanding 
between individuals quickly becomes challenging [3, 61]. 

Video-based telepresence systems for remote collaboration have 
been proposed to better aford mutual awareness among collabora-
tors, but many of them have focused on more traditional meeting 
settings where participants are seated around a table [45, 46, 49]. 
While there have been remote collaboration systems that allow 
collaborators to move around in front of the board [2, 23, 28, 76], 
they are not designed to support room-scale workspaces where 
there are other task areas besides a board in a physical space. 

Mobile telepresence robots can be useful to support remote in-
teractions in room-scale workspaces during instructional or social 
settings [34, 35, 44], but the cognitive load required for such controls 
can be signifcantly distracting to a remote user when working on 
hands-on tasks [1, 48, 54, 55, 59]. While automatic control systems 
for telepresence robots have been previously explored and can 
improve peripheral awareness in a hands-on task, they only support 
around-table tasks [1, 48, 59]. Thus, these robots are not suited 
for open-space tasks where collaborators must engage in design 
activities while moving around in space. 

In this paper, we present ReMotion, a novel system designed 
to support remote design in open space and to enable seamless 
movement-in-space through a robotic embodiment that automat-
ically replicates the body and head movement of the remote col-
laborator as shown in Fig. 1. ReMotion eliminates typical control 
interfaces by constantly tracking users’ body position and orien-
tation. The captured body position and orientation are rendered 
through an omnidirectional platform to accommodate a wide range 
of motion, such as shufing side to side. At the same time, head 
orientation and facial expressions are tracked using NeckFace [12], 
an unobtrusive wearable tracking system, and rendered through an 
articulated display similar to that of table-based systems [1, 48, 59]. 
Combining these two, ReMotion allows the remote user to move 
freely across a large area and provides a physical rendering of their 

locus of attention in the local setting. When used in a symmetrical 
setting, ReMotion can enable seamless end-to-end interactions in a 
setting such as design review or training sessions, allowing non-co-
located collaborators to rely on peripheral awareness to understand 
the each other’s intention in a way similar to a co-located setting. 
We believe that this novel approach can make moving-in-space 
interactions seamless and reduce the previously-reported discrep-
ancy in the sense of presence and engagement between remote and 
local users [7, 54, 64]. 

We conducted a formative evaluation study to examine if ReMo-
tion can assist remote collaborators in establishing a shared under-
standing of spatial relationships [9] for open space activity, as they 
would in face-to-face communication, by simulating human move-
ment-in-space. We address a shortcoming of our system discovered 
during the evaluation through followed up implementation such 
as augmenting the face tracking system with an IMU to achieve 
a stable head animation. We conclude by presenting implication 
derived from the development and evaluation of ReMotion. 

2 RELATED WORK 

2.1 Frameworks for Remote Collaboration 
Several frameworks have been presented to guide researchers in 
designing systems or tools for supporting remote collaboration. 
In this section, we introduce frameworks and observation studies 
that we use to identify the key elements to be shared across dif-
ferent locations for conducting open space activity. Gutwin et al. 
emphasizes the importance of attaining workspace awareness, that 
is awareness of how other people are interacting with the shared 
space [17]. Buxton introduced shared space as person space (verbal 
and facial cues), task space (where work appears), and reference 
space (body language to refer to the work), highlighting the im-
portance of seamlessly integrating them to deliver a natural fow 
in distributed collaboration [9, 10]. Vertegaal identifed "relative 
position" and "head orientation" as two of the requirements to more 
efectively assist joint attention in multiparty collaboration [71]. 
The integration of body and head orientation is used as information 
to perceive and estimate one another’s attention [43]. The observa-
tions of whiteboard sessions conducted by Ju et al. revealed that 
collaborators switch formations, changing their position between 
a whiteboard and table [30]. The analysis indicated that not only 
the dynamic transitions among diferent areas but also movements 
around a board refect the status of designers. For example, a col-
laborator steps forward to comment or initiate drawing and steps 
back to analyze and evaluate. Similar fndings were reported with 
respect to the use of space at a table [65]. These studies highlight the 
importance of collaborators’ body and head movements in relation 
to both objects around them and to other collaborators in space , 
on which we design and build our robotic proxy for open-space 
collaboration (Section 3). 

2.2 Video-based Systems 
A number of videoconferencing tools render a person space to 
enhance awareness of remote users by projecting life-sized images 
[45, 46, 49, 73]. VideoWhiteboard [66] attempts to merge the person 
and task spaces by projecting a shadow of the remote participant 
over a shared task space. Also, ClearBoard [28] extends this idea on 
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overlaying shared task space over a person’s space for whiteboard 
interactions. Other whiteboard-type systems have been proposed to 
allow collaborators to move around in front of the board [2, 23, 76]. 
More recent work explores approaches that use depth-cameras 
and projection techniques to support larger-scale interactions. For 
example, Room2Room [51] projects a life-sized person on furniture 
in a room-scale environment. Beck et al. presented a group-to-group 
telepresence [5] that projects people captured by depth cameras 
on a large screen to assist collaboration in virtual environments. 
Buxton introduced a design principle of preserving spatial context 
to design a videoconferening system [9]. For example, Hydra [61] 
renders both a person and task space in such a way that maintains 
spatial relations using a camera and monitor pair. The limitation 
of these systems is that only movements under the camera image 
can be observed. Our system takes a similar approach but extends 
also to support room-scale interactions, where there are some other 
task areas (e.g., tables or shelves) besides a monitor. In this context, 
the robot’s mobility enhances the peripheral awareness that helps 
construct a shared physical frame of reference. 

2.3 Robotic Embodiment 
2.3.1 Telepresence Robots. Since the introduction of Paulos and 
Canny’s Personal Roving Presence [50], similar mobile robotic 
systems have been explored as means to collaborate remotely in 
a wide space [4, 58]. A laser pointer is sometimes attached to pro-
vide a pointing feature [34, 50]. These mobile platforms have been 
tested for use in a conference [44] or in a workspace [35] and are a 
practical means of physically rendering a person space to a shared 
space. Other robotic proxies take the form of an articulated display 
in which a face is projected on its display and rotates based on 
where a remote user is looking [26, 74]. While both types of robotic 
embodiment confer the benefts of physical representation on a 
sense of presence and peripheral awareness [59], one of the main 
drawbacks of these systems in supporting design activities is the 
relatively high cognitive load required to control them [48, 54, 59, 
70]. 

2.3.2 Auto Kinectic Displays. Several systems addressed the prob-
lem of the cognitive load by providing automatic control for articu-
lated displays [1, 48, 63]. MeBot [1] is a robotic proxy that has an 
articulated display and arms for head and hand gestures operated 
via head movements and joysticks. Similarly, Sirkin et al. explored 
implicit control design by giving a remote operator a panoramic 
view of the environment and mapping the head movement to the 
robot [63]. However, these interfaces still require a user to be seated 
in front of a laptop. MMSpace [48] supports face-to-face conversa-
tions by automatically controlling the animated monitor to convey 
who is talking to whom. RemoteCoDe [59] further expands this 
type of auto control interface to support hands-on design tasks 
that require various task areas by afording peripheral awareness 
through the robot’s movements. These two systems are examples of 
systems that share frames of reference in shared spaces using spa-
tial context [9]. However, due to the lack of mobility, these kinectic 
displays only support relatively small setups where collaborators 
are seated around a table. 

2.3.3 Auto Mobile Proxies. Mobile telepresence robots are promis-
ing for facilitating collaboration in open spaces. Previous research 
on mobile robots has suggested systems that aford semi-automatic 
navigation [38, 57]. These systems can simplify navigation by 
only requiring users to specify a destination. Other work has ex-
plored immersive interfaces using a head-mounted display (HMD) 
[22, 29, 33, 75]. For example, VROOM-ing [29] has a 360 camera 
where a VR user observes the remote space and uses joysticks to 
control Beam. Eye-gaze has been used to allow those who have 
motor disabilities to have control in VR [75]. However, for both 
types of control systems, users still must play an active role ei-
ther by interacting with a GUI or by monitoring a remote view. 
This could constrain a remote user’s access to their local space and 
freedom to move around. Our work attempts to redesign a typical 
mobile robotic proxy to support wider open-space activity, allowing 
both remote and local collaborators to walk around without direct 
involvement in controlling the robot. 

2.4 Mixed Reality Collaboration 
MR systems have great potential for remote collaboration as they 
can overlay the virtual presence of remote collaborators over phys-
ical objects in a see-through headset [52, 53, 68]. More recent VR 
based solutions such as Holoportation [47] support room-scale 
interactions by rendering an entire space that is captured with 
multiple depth cameras. While these solutions could be a possi-
ble approach to support open-space collaboration by rendering all 
types of spaces [9], peripheral awareness could be infuenced by 
the limited feld of view that many HMDs have. We also note that 
some people prefer not to wear a headset. In those situations, an 
alternative way to render the presence of a remote person would 
be benefcial. 

3 REMOTION DESIGN 
Typical interactions during design critique, training sessions, or 
brainstorming sessions encompass a complex combination of verbal 
and non-verbal communications. Collaborators often stand side 
by side near a whiteboard to discuss the information displayed on 
the board. They change their body position to take a closer look 

Figure 2: Typical interactions during a design review session. 
Two collaborators are changing their body location to switch 
attention between the board and table (Top Left) and are also 
using their head rotation to look at specifc parts of the board 
or initiate face-to-face conversations (Bottom Left). Pointing 
and head direction can be combined to contrast or relate 
diferent design aspects (Right). 
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at diferent areas of the board or to shift their focus to discuss 
various elements of the design with their teammates. In addition, 
their work space is not typically limited to the whiteboard but is 
extended to wider areas of the space. For example, the space may 
have a table where models or even samples of diferent materials are 
presented (Fig. 2). Collaborators move around the space from one 
area to another depending on the focus of interest to achieve their 
design goal [30]. In such a setting, collaborators rely extensively on 
body cues to enable them to understand the focus of others in the 
room, coordinate actions, establish joint attention [14], and manage 
coupling [17]. 

This peripheral awareness is not only conveyed through the 
location and orientation of a collaborator’s body; the direction 
people’s heads are facing is also vital to aford accurate estimation 
of the focus of each person’s attention [43]. For example, in front 
of the board, users may rotate their heads to indicate whether they 
are looking at the board or at their partner to initiate face-to-face 
conversations, as shown in Fig. 2. While looking at a model on a 
table, turning one’s head towards a nearby display may indicate that 
one is looking for more information to cross-validate a possible idea. 
Being able to see facial expressions can also beneft understanding 
the emotional state or intent of the other person. Pointing gestures 
facilitate understanding of deictic reference in space [17] when 
explaining diferent parts of the design board, for example (Fig. 2). 
Although we have focused on gross motor movements thus far, 
we should acknowledge the importance of gaze to convey detailed 
attention and implicit intention or mental state [15]. This has been 
well established by other works [9, 10, 21, 28], and given our focus 
on free movement in open space, we decided to not include this 
aspect during our design process. 

The key to success in designing a remote system for complex 
open-space workspace scenarios is to liberate users from the com-
plexity of having to gauge where their collaborators are in the 
shared space and to allow them to understand each other implic-
itly, as if they were co-located. This can be achieved by rendering 
task, person, and reference spaces according to spatial context and 
relieving users from the cognitive burden of coordinating their 
workspaces explicitly [9]. 

From this analysis we believe that a system supporting remote 
collaboration in open space should: 

• track the users in open space including their body and head 
movements, facial expressions, and pointing gestures; 

• be able to reproduce body movements automatically that 
include complex human motions seen in typical interactions 
(e.g., lateral movements); 

• be able to ofer accurate rendering of head and facial anima-
tions in conjunction with body movements; 

In this paper, we present ReMotion, a system supporting remote 
collaboration in open space through a mobile robotic embodiment 
as shown in Fig. 1. The system is capable of tracking a collaborator’s 
movement using a kinect sensor and rendering their movement 
using an omnidirectional platform well-suited to mimic complex 
human motion. To track head movement relative to the body as 
well as facial expressions, we use NeckFace [12], an unobtrusive 
wearable face tracking system. The information gathered by the 
NeckFace system is rendered on an articulated display as a front face 

shot. The combination of both tracking systems frees the remote 
user from the workload induced by controlling a remote avatar. 
At the same time, the fexibility of our embodiment platform per-
mits the support of a wide variety of natural interactions, enabling 
collaborators to seamlessly move and change focus of attention in 
space. To enable users to be implicitly aware of shared space, we 
designed a symmetric system where both remote and local people 
have similar confgurations, so that both parties can share the same 
frame of reference in space with spatial consistency and understand 
each other’s locus of attention through embodied movements. This 
symmetric setup is a common practice for collaboration system 
research as it allows for easy observation of how both collaborators 
use shared space [23, 45, 46, 48, 66]. While this setup can constrain 
the fexibility of work environment and limit the range of scenarios 
it can support, the proposed prototype can still be useful for train-
ing people to use a certain machine, demonstrating an artifact to a 
client, or conducting design reviews. We briefy discuss how our 
novel approach can be extended further for asymmetric scenarios 
in Section 6.3. 

3.1 Rendering Body Movements 
3.1.1 Tracking Body Movements. In design activities, the size of 
a work space varies depending on the design task collaborators 
are working on. Even though simple assembly tasks can be done 
within a small area around a table, brainstorming or design review 
tasks usually require a signifcantly larger work area. 

Among the many tracking systems available, we decided to adopt 
the Microsoft Kinect Azure system as it is readily available, ofers a 
body tracking SDK [40] to get the local position and orientation of 
the user’s body, and does not require users to wear tracking devices. 
Furthermore, several Kinect Azures can be easily synchronized to 
cover more space as needed. SPINE_CHEST joint provided by the 
Kinect body tracking SDK was used as a body position. 

3.1.2 Mobile Proxy for Supporting Wide Range of Movements. As 
noted before, human movements in collaborative settings are often 
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Figure 3: Comparison of omnidirectional drive and diferen-
tial drive controls in replaying lateral and diagonal move-
ments. Note that diferential drive was simulated using om-
nidirectional wheels by adding similar constraints. 
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complex. For example, people do lateral shufing to shift their focus 
from one area of the design board to another. They also turn their 
body from a board to a table and, at almost the same time, begin 
moving toward the table. 

In our early prototypes, we explored a diferential wheeled robot, 
as diferential drive systems are used for typical telepresence robots 
such as Beam [4] and Double [58]. Unfortunately, this setting limits 
the reproduction of human movements such as shufing. Due to 
these kinetic constraints, the robot may deviate signifcantly from 
its ideal trajectory, creating inconsistency in position and rotation 
between the remote participant and the robot as shown in Fig. 3 
center column. This may also create disparity in timing. These 
inconsistencies are problematic in collaborative tasks, since a robot 
would be incapable of rendering the state of the user’s location and 
locus of attention in a timely manner. In contrast to two-wheeled 
robots, omnidirectional wheels enable moving a mobile robot to any 
direction regardless of the orientation of the robot [11]. The right 
column of Fig. 3 demonstrates how our omnidirecitonal platform 
is able to tracking human movements in realtime with limited 
deviation. This exploration led us to adapt this type of drive system 
into our mobile platform. 

One of the drawbacks of the omnidirectional platform is that it 
is often subject to drift. Taking scalability into account, we decided 
to use an inside-out system in which the camera is mounted on 
top of the robot observing an array of ArUco markers attached to 
the ceiling (see Fig. 1). With this inside-out setting, extending the 
tracking area only requires printing a larger set of markers. Using 
this tracking information, we implemented a simple PID feedback 
loop to be sure that the robot quickly catches up to the position 
and orientation inputs provided by the user tracking data. 

3.1.3 Mapping Movements between the User and Robot. In mapping 
process, the system assumes that both locations have the same size 
of working area as well as confgurations of furniture (e.g., table or 
monitor). As the position of the Kinect and the height of the ceiling 
vary in each room, the system uses a homography transform to map 
coordinates between the two spaces. When a user walks outside the 
boundary, the target position snaps to the closest position on the 
boundary. This approach prevents the robot from moving beyond 
the space in which its movements can be tracked. 

To simplify calibration, we marked four corners of the working 
boundary of our system. During the calibration process, and for 
each corner, we record: 1) the position provided by the Kinect 
for this user and 2) the corresponding position provided by the 
robot tracking system. We compute the matrix that can map from 
the ArUco tracking coordinates to that of the Kinect to obtain 
both positions in the same coordinate system. We then calculate 
the orientation diference and the vector from the robot’s current 
position to the user’s position, which is used to control the omni 
robot. 

3.2 Rendering Head Movements and Facial 
Expressions 

While the Kinect body tracking SDK [40] provides head orientation, 
we discovered that this information is often quite noisy. Moreover, 
our system also must be capable of generating a front shot of the 
face to be rendered on an articulated display attached to the proxy 
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Figure 4: We used multiple servo-controlled cameras in our 
initial approach for rendering a front face, but then discarded 
them in our fnal design. 

in order to avoid users misinterpreting their partner’s head rotation 
as the robot moves [31, 59]. Our frst approach to create a front 
shot was to use multiple servo-controlled cameras, each camera 
tracking the position of the user’s head (Fig. 4). Depending on the 
orientation of the head, the system selected the feed closest to 
a front shot. This approach was inefective because the frequent 
transitions among diferent cameras were noticeable and distracting 
even after applying some fade-in-out transition effects. Scaling 
up was also diffcult since the number of cameras required for 
open-space interactions can be extremely large to cover every task 
area. Secondly, we considered using an iPhone TrueDepth camera 
placed on a chest holder. This tracking method has been used for 
multi-monitor interactions [72] as well as a telepresence robot [59]. 
However, having a body mount camera can be bulky and highly 
distracting for conducting design tasks while walking around. 

Instead we decided to use an avatar which refects the realtime 
facial expressions of the remote collaborator. For this, we put to 
use the compact NeckFace system [12]. NeckFace predicts facial 
expressions as well as head rotation using two IR cameras worn on 
a shoulder pad (Fig. 5 Left), which allows hands-free capture suited 
for design activity. The NeckFace is able to provide roll, pitch, and 
yaw rotations as well as 52 blendshapes that the iOS face tracking 
SDK relies on to depict complex facial expressions (Fig. 5 Right). 
The NeckFace prototype works reliably under controlled conditions 
(e.g., lighting) and provides updates at approx. 13 FPS [12]. While 
our current rendering system is far from creating video-like ren-
dering, high quality photorealistic avatars such as those generated 
through recent NeRF based approaches [16, 37] can be combined 
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Figure 5: The NeckFace system. We show the shoulder pad 
used to hold the cameras and the illumination sources as 
well as the computing module (Left). Several examples of 
facial poses and expressions and how they are rendered on 
our articulated display (Right). 
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Figure 6: Demonstrations of ReMotion system in action. The system enables seamless moving-in-space interactions through the 
mobile robot between the design board and artifact (a-f). The pointing arm and articulated display facilitate smooth discussion 
around the board (1-3). 

into our system in future design. Note that we did not include this 
in our study due to its focus and the sensitivity of the NeckFace 
system (See Section 4.1). 

��������

3.2.1 Kinetic Display for Rendering Head. Our system uses an artic-
ulated display similar to RemoteCoDe [59], that is, a 2-DOF kinetic 
robot with a monitor which acts as a remote user’s head. The pan 
and tilt rotations are provided by the neckband system and used 
to actuate the articulated monitor in two axes. A face avatar is 
generated along with 52 blendshapes through a single image us-
ing a service called AvatarSDK [60]. We then render the face of 
the avatar from the front to obtain a front shot to display on the 
articulated monitor. Fig. 5 shows examples of mapping. The height 
of a robot bears signifcance as it has efects on the dynamics of 
communications [56], but for this frst prototype, the height of the 
display is fxed, set at approx. 170cm. 

Having an articulated display on top of the robot can create 
some oscillations as the robot moves quickly when tracking a user. 
This oscillation could afect the user’s perception of the robot and 
could also impact the accuracy of robot tracking. To minimize the 
oscillation of the robot, we moved the center of mass of the robot 
as close as possible to the base. The triangular truss structure built 
with PCV pipes also helped the robot to be more stif and stable 
(Fig. 1). 

3.3 Visualization of Hand Pointing 
We explored several means to support pointing. We started with 
a system similar to that of RemoteCoDe [59] by showing a task 
camera stream on an iPad controlling a remote pointer. This proved 
very difcult to use in practice for complex 3D objects. We also 
considered placing a laser pointer on the robot itself, but allowing 
the visualization of pointing to remain stable is difcult on a moving 
platform because a wrongly displayed laser point can be highly 
misleading even if there is a small ofset from an actual position. 
Further, hand tracking in space is challenging in our target setting. 

Figure 7: The system tracks the user’s arm direction and 
visualizes hand pointing direction (Left). The pointing is 
rendered through the 2 DoF pointing arm attached to the 
mobile robot (Right). 

Our fnal solution was to add a small 2-DOF arm to the side of 
the mobile platform, acting as one of the arms as shown in Fig. 7. To 
prevent the robotic arm from appearing too humanlike and causing 
a sense of unease in viewers, we designed the arm with low DoFs, 
while still allowing it to perform the essential task of indicating 
general pointing directions. We use the skeleton captured by Kinect 
to track the pointing motion. The pan angle was approximated 
using HAND_RIGHT, SHOULDER_RIGHT, and NECK joints, and 
the tilt angle was using HAND_RIGHT, NECK, and SPINE_BASE 
provided by the body tracking SDK. This part of the design was not 
included during the study in Section 4 as it was not implemented 
at the time. 

3.4 ReMotion in Action 
Combining all the features discussed above, ReMotion is able to ren-
der visual cues of where a remote collaborator is in the space and 
what the collaborator is paying attention to via a robotic embodi-
ment. Fig. 6 shows a typical fow of interactions using ReMotion. A 
remote and a local collaborator are reviewing materials that present 
the key features of a 3D printer. They frst review the information 
on the shared digital board and discuss it (a,b). The movements of 
the robot clearly highlight the intention of the remote user. As the 
robot departs from the display toward the table, the local user sees 
that the focus is changing (c,d,e). While discussing the printer, the 
robot body is more or less static, but the movement of the display 
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clarifes when the remote user is focusing on the display and when 
he is looking for a face to face interaction (g,f). Finally, the remote 
user moves to another part of the display, where the discussion 
continues (h,i,j). When the discussion happens around the display, 
the remote collaborator points at a specifc part of the board (1), 
changes their pointing direction to make a reference to a diferent 
part of the design (2), and establishes a face-to-face discussion (3) 
through the combination of the pointer arm and articulated display. 

3.5 Implementation 
3.5.1 Sofware. We used the Unity engine to implement the ReMo-
tion system, with the addition of python scripts to interface with 
our robotic embodiment. Mirror Networking [41] for Unity helped 
us with distributed processing and communicating between difer-
ent client applications. We deployed a server application through 
which all the client applications exchange information such as 
movements, robot commands, and streaming images of an avatar. 
We used Zoom [27] for audio transmission. 

3.5.2 Hardware. As shown in Fig. 1, the mobile platform includes 
the omnidirectional wheel system powered by its own battery; 
the articulated display with Dynamixel motors and controller; a 
portable battery powering the rest of the system; a portable Win-
dows computer for rendering a face avatar on the display, managing 
motor controllers, and for processing the tracking information pro-
vided by the camera on top of the robot. The robot also includes an 
emergency button to stop the omnidirectional wheels and a speaker 
to share the voice of the remote partner. 

4 FORMATIVE EVALUATION 
The goal of our evaluation is to investigate how our automatic 
embodiment prototype affects interactions in open space activity 
by embodying seamless movements in space. We seek to examine 
if our prototype can help users create a physical frame of reference 
in a shared open space [9] and help them understand their collabo-
rators’ cues by the movements of the robot. To achieve this goal, 
we measure the amount of shared attention among collaborators 
within the workspace, observe users’ movements and behavior 
during the task, and collect qualitative feedback to understand par-
ticipants’ perceptions of interacting with a collaborator through 
the embodied robot. 

Participant

Monitor

Confederate

Monitor

Artifact

Embodiment
Embodiment

Artifact

Figure 8: The ReMotion setup used for our user study show-
ing the two symmetrical settings. There is a table used to 
place the artifact and a display monitor used to present three 
aspects of the artifact. 

4.1 Experimental Setup 
Our goal of designing the experimental setup and task was to re-
create a studio-like setting in which participants have several areas 
of interest in an open space. In a typical design studio, physical 
objects are scattered around the space. There may be a board to put 
information on and a table used to present physical artifacts. To 
simulate similar interactions described in Section 3.4, we created 
the setting presented in Fig. 8. This setting included a table and a 
large monitor. We picked two 3D printers (Prusa MK3 or Mini+) as 
physical artifacts to work with, as these ofer diferent aspects to 
discuss and view from various angles. Our initial intent was to test 
the system with a pair of participants. This proved impractical given 
the length of time that both data collection and training require. 

To maintain consistency in interactions between participants, 
the participants interacted with a remote confederate who was 
trained to describe the key parts of the physical artifact on a table. 
Having a trained confederate work with participants is a common 
practice for remote collaboration studies [33, 54, 56, 63]. The core of 
the confederate training was to ensure they consistently followed 
the study protocol for each participant (e.g., annotations on a digital 
board) and be mindful of our robot’s limited speed. 

We then tested using NeckFace only on a confederate. We dis-
covered that NeckFace was sensitive to lighting conditions for 
detecting head rotations. Pilots showed that erroneous rendering 
of the remote participants’ head through the display was very dis-
tracting and could invalidate our data on the use of space due to its 
large movement. Given the focus of our preliminary evaluation on 
body location and orientation in space and its impact on attention 
sharing, we decided to disable the NeckFace feature. We revisit and 
explore alternative head tracking later in the paper (see Section 6.1). 

To compensate for the missing feature, the confederate tried to 
align the body and head angles such that participants could still 
read their attention direction during the task. 

4.2 Task 
In the task, participants completed a session in which the confed-
erate used information on the board to explain three main aspects 
of a 3D printer (either Prusa MK3 or Prusa Mini+), drawing some 
annotations using the touch display. Participants were then asked 
to fnd specifc parts on the actual printer in their room. They were 
allowed to move around the space as they wished during the session. 
Explanations of each 3D printer were created in order to ensure 
that participants had an opportunity to locate certain components 
on the printer each time the confederate explained the component. 

We used a within-subjects design with the following two condi-
tions: 

(1) ReMotion – Participants interacted with a robot mirroring 
the movements of the confederate. The participant was also 
embodied through a robot in the confederate’s location. In 
each location, the user’s position and rotation was tracked 
and rendered by the robot in the other space. This symmetri-
cal setup was confgured to understand if two people can mu-
tually understand the position and attention of their partner 
through our robotic embodiment. The pointing arm was not 
included in this evaluation as it had not been implemented 
by the test. 
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Figure 9: A typical view of Owl system that provides a wide 
angle and zoomed images of the room (Left) and setup for 
the Owl condition (Right). 

(2) Meeting Owl Pro – Participants used a videoconferencing 
tool called Meeting Owl Pro. We chose this system as a refer-
ence because it is one of the latest available videoconferenc-
ing tools. It provides a wide angle view as well as a presenter 
view that automatically tracks and zooms in on the user’s 
location Fig. 9. This feature is well adapted to people mov-
ing around in an open space. Both the participant and the 
confederate had one Owl device in their room to share their 
view with one another, which was displayed on a large mon-
itor in their room directly below the presentation pictures. 
We placed the Owl device on the opposite side of the study 
location as there was a lighting issue. 

4.3 Procedure 
After participants completed an informed consent form, they were 
introduced to the frst condition. The order of the conditions was 
counterbalanced. They received the explanation that they would 
be interacting with a remote partner in another room in realtime 
and that their partner had a similar setting as the participant’s 
experiment room (the table and display). They were told not to step 
beyond the square boundary (150cm x 105cm) as this was where 
the system could track. 

For each condition, participants had 1-2 minutes of a practice 
session with a confederate where they learned how they could 
expect the system to behave during the task. In the practice session 
for both conditions, we asked participants to look at a table or desk 
and move to each area. Through the practice, in the Owl condition, 
participants observed that the Owl system tracked their position 
and displayed both zoom-in views of them and an overview of the 
entire space. In the ReMotion condition, participants observed that 
the ReMotion robot mimicked the movements of their remote part-
ner’s body in the local space and those of themselves in the remote 
space. We turned on a remote camera view so that participants 
could see how the robot in the other room responded, based on 
their movements. We turned of the camera view after the practice. 

The main task involving the printer evaluation was completed 
twice, once for each condition. Immediately after each condition, 
participants completed the corresponding evaluation questionnaires. 
The order of conditions and the type of printer (MK3 vs. Mini+) 
evaluated in each condition was counterbalanced across partici-
pants. 

After completing both conditions, participants flled out a post-
study questionnaire. The experimenter then conducted a few min-
utes of an in-person interview with the participant to follow up on 

their answers on the questionnaire and gather additional qualitative 
feedback on the system. 

4.4 Participants 
We recruited 13 participants (7 female, 5 male, 1 preferred not 
to specify). Their ages ranged from 18 to 34. Despite the partial 
counter-balancing due to the uneven number, we included all the 
participants in our analysis as the results of statistical signifcance 
were the same with or without the last participant except for the 
preference measure (see Section 5.4). Participants received $20 for 
their participation in the hour-long study. 

4.5 Measures 
Several objective and subjective measures were used to evaluate 
the interactions during the collaboration task. 

4.5.1 Presence. We used a similar method as in the study by Rae et 
al. [54] to measure the sense of presence. For this measure, partici-
pants drew one circle for themselves and another circle for a remote 
partner on a printed map to indicate whether they felt that they 
and their remote partner were working in the same space or in a 
diferent space (see Fig. 10). Our hypothesis was that the ReMotion 
condition would increase participants’ feelings of being together in 
the same environment. 

We also used items from the widely accepted Networked Minds 
Measure of Social Presence [8] and adapted them to ft our task sce-
nario. This measure assessed social presence in terms of co-presence, 
behavioral interdependence, and psychological involvement. 

4.5.2 Joint Atention. Establishing joint attention or shared at-
tention efciently benefts design collaboration. To measure the 
amount of joint attention during the interaction, we initially were 
planning to use the data provided by the system, but unfortunately 
an error in the logging system prevented us from doing so. Instead, 
we conducted a video analysis of the recordings during the tasks. 
We measured the duration in seconds of when both the confeder-
ate and the participant attend to the same area (either the display 
or table area). We then calculated the percentage of time when 
both the participant and the confederate had the same focus. In the 
video coding process, a researcher coded all the sessions as a main 
coder and a hired coder recoded half the videos randomly selected 
from the recordings. We then assessed inter-coder reliability using 
intra-class correlation coefcient (ICC). The single ICC measure 
indicated good reliability (.84, 95% Confdence Interval (CI) [.54, 
.95]) [32]. 

As a subjective measure, we also asked to what extent the par-
ticipants felt they shared the same attention with the remote col-
laborator in each condition. 

4.5.3 Switch of Atention. Through video analysis, we also mea-
sured how many times the participants changed their attention 
between the display and table areas during the task. Our hypothesis 
is that ReMotion ofers peripheral awareness of the other collabo-
rator, as reported for a kinectic display robot [59], and therefore, 
participants do not fnd it necessary to switch their focus away 
from the task as frequently as in the Owl condition in order to 
know the state of the other collaborator. The single ICC measure 
indicated excellent reliability (.93, 95% CI [0.77, 0.98]) [32]. 
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Figure 10: Results of Networked Minds Measures of Social Presence (left). Typical set of drawings we collected to represent 
where participants felt the diferent actors were located (Right). We cluster similar drawings and show the number of instances 
in each cluster. The vast majority of participants placed both actors in the local setting when using the ReMotion system. 

4.5.4 Positioning and Distance. We recorded the participants’ and 
confederate’s positioning of their bodies in the room using Kinect 
to understand how diferently participants used their workspace 
when using ReMotion versus Owl. One participant’s data was not 
recorded properly and was omitted. Using the recorded movements, 
we then calculated the distance between the two collaborators 
as it was able to help us understand how participants shared the 
space. We also conducted a video analysis to observe how many 
participants reacted to the change of the confederate’s positions in 
ReMotion condition. 

4.5.5 Other Measures. We also asked participants about their gen-
eral preference between the two systems for remote collaboration 
(binary). We assessed subjective ratings of enjoyment of the in-
teractions. Finally, we used NASA’s Situation Awareness Rating 

Technique (SART) [67] to measure the quality of shared informa-
tion and used NASA’s Task Load Index (TLX) questionnaire [20] to 
compare the two conditions in terms of cognitive load required for 
understanding one’s partner’s location and attention. 

5 RESULTS 

5.1 Presence 
We start by reporting the results from the Networked Minds Mea-
sure of Social Presence including Co-Presence, Psychological En-
gagement and Behavioral Interdependence ( Fig. 10). We found that 
in the ReMotion condition participants reported a heightened sense 
of co-presence and behavioral interdependence (t(12) = 8.05, p < 
0.001, and t(12) = 2.98, p = 0.012, respectively). However, we found 
no signifcant diference in psychological involvement (t(12) = .84, 
p = .42). 
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Figure 11: Results of attention measures: time of shared attention, subjective rating on shared attention, and attention switches 
(Left). Results of other measures: enjoyment, NASA SART, and NASA TLX (Right). 
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The strong fnding regarding co-presence was further re-enforced 
by the drawing performed by the users to refect their perception of 
presence. As shown in Fig. 10, 12 out of 13 participants drew both 
actors in the same room for the ReMotion condition but only 3 out 
of 13 did so for the Owl condition. This diference is statistically 
signifcant (�̃2(1, n = 13) = 6.54, p = 0.011). 

5.2 Joint Attention 
We found that in the ReMotion condition the percentage of time 
when participants and confederate shared the same attention dur-
ing the task was signifcantly higher (t(11) = 7.60, p < 0.001) as 
shown Fig. 11. 

Participants also reported that they felt the sense of sharing the 
same attention with their confederate more strongly when using 
the ReMotion system than when using the Owl system (t(12) = 2.92, 
p = 0.016). 

We found that participants switched their attention signifcantly 
less in the ReMotion condition than in the Owl condition (t(11) = 
2.72, p = 0.020) as shown Fig. 11. This implies that participants could 
easily understand the confederate’s intention through peripheral 
awareness without the need to look at the monitor, which is aligned 
with the known efect [59]. 

5.3 Positioning and Distance 
Next we turn to the analysis of the relative position of the two actors. 
We found this analysis noteworthy as the distance maintained by 
the two actors refects their perception of the interactions from a 
proxemics point of view. 

We show heat maps of where the participants positioned their 
body in the two conditions in Fig. 12. In the ReMotion condition, 
the heat maps indicate that the participants were located mostly 
within one half of the workspace, reserving the other half of the 
space for the confederate, mirroring the fndings of Fig. 10. In the 

Owl condition, participants occupied most of the space around the 
table, irrespective of the space occupied by the confederate. 

The fnding that participants were keeping their distance from 
their confederate is re-enforced by observing the distribution graph 
of instantaneous distance between the two actors shown on Fig. 12. 
The statistical results showed that participants distanced themselves 
from the confederate signifcantly more when using ReMotion than 
when using Owl (t(11) = 6.55, p < 0.001). Using a Levene test on all 
samples captured during our study, we found there is a signifcant 
diference in variances between the sample captured with ReMotion 
and with Owl (F(9073,9303)=1715.38, p < 0.001). In the ReMotion 
condition, we noticed that the participants were never closer than 
41cm to the measured position of the confederate. We acknowledge 
that it is possible that the participants were concerned about their 
safety, but none of them mentioned this nor used the robot kill 
switch, though one participant mentioned that some interaction 
felt uncomfortably close (see Section 5.5). Through video analysis, 
we also found that all the participants changed their body position 
following the movements of the robotic proxy at least once during 
the task. 

Together these results seem to indicate that ReMotion was able to 
elicit a strong sense of co-presence and enable the ability of sharing 
attention and space through the seamless movements of the proxy. 
It also implies that the participants reserved some space for the 
other collaborator during the task, as similarly seen in in-person 
interactions [19]. 

5.4 Other Measures 
We conclude by presenting the fnal measures we captured during 
our experiment (see Fig. 11). Ten out of 13 participants preferred the 
ReMotion system to the Owl system (�̃2(1, n = 13) = 3.77, p = 0.052), 
and, overall, participants enjoyed interacting with the ReMotion 
system more than interacting with the Owl system (t(12) = 5.10, p 
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Figure 12: Heat maps of participants’ and confederate’ movements during the task in each condition (Left). Note that the room 
setup was mirrored for the Owl to optimize lighting. Distribution of distance in two conditions (Right). 
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< 0.001). However, these results are to be interpreted with caution, 
given the threat of demand characteristic. Neither the SART nor 
the TLX showed any signifcant results (t(12) = 1.64, p = 0.13 and 
t(12) = 0.84, p = 0.42, respectively). 

5.5 Qualitative Feedback 
The qualitative feedback from our survey supported our results on 
the presence measures. Here are some quotes from participants: “I 
think it really brings me a sense of co-locating with each other inside 
the room (P8).”, “(I was) feeling actually being in the same room with 
my partner (P11).”, and “The interaction was engaging because my 
partner was with me in the same room (and) that allowed me to stay 
concentrated throughout (P12).”. 

Conversely, the results of our study indicate that the system 
does not have much of an impact in terms of their psychological 
involvement. Several participants commented on the inability to 
see an animated face on the display, for example, saying “I was 
unable to see her facial expression to gain a better understanding of 
how she was receiving me (P2).” Some also mentioned that being 
able to see their confederate’s faces would have been better, “Being 
able to see her face, or knowing that she could see mine, would have 
enhanced our synergy and helped us communicate better (P2).” It 
is important to remember that technical difculties prevented us 
from using NeckFace during our test. This part of the system would 
have provided a rendering of the face. More studies will be needed 
to investigate the real impact of the full system, including face 
rendering, in practice. 

Participants also mentioned that the robot was supporting the 
peripheral awareness of their collaborator. Here are some quotes 
on gauging attention through the movements of the robot: “... I felt 
that when my partner’s robot was facing me she was also facing me 
and giving me her attention. When my partner turned away from 
me, I understood that as she was giving her presentation and paying 
attention to teaching me about the 3D printer (P4).”, “I looked at the 
display and the robot. When the robot moved or turned, I could see 
how the location and attention of my partner changed (P7).” During 
the interview, four participants mentioned the usefulness of the 
peripheral vision in the context of knowing the other person’s 
status. For example, P2 said “I could actually focus on the screen 
cause she is still in my peripheral view. Kind of like a real person 
waking up to screen and walking back to the table... I didn’t have to 
look more than one place at once. It was kind of all in my feld of 
vision.”. Several people also mentioned the noise from the robot as 
an indicator of the partner’s moving or changing attention, although 
few participants mentioned it as a distracting factor “I think there 
are some noises when the robot moves, which are distracting a little 
(P1).” In addition, one participant mentioned that they felt too close 
to the robot at times, saying “There might have been times where I 
felt a bit uncomfortable with the proximity of the robot (i.e. it got a 
little too close at times), causing me to take a step back so it/she had 
more space (P2).” 

6 LIMITATIONS AND FUTURE WORK 

6.1 Tracking System and Gaze Direction 
In a studio room, there are scenarios where the Kinect sensor ac-
cidentally detects those who are not involved in a design activity. 

������������

Figure 13: Wearable glasses device with an IMU sensor for 
tracking head orientation (Left). Demonstration of the artic-
ulated display following the user’s right, left, up, and down 
head movements (Right). 

The system labels people detected by the sensor and maintains 
its focus on the user who is frst selected as an "active" user. This 
allows the system to track the same user regardless of whether 
there are other people in the frame. If the system loses the tracking 
of the user, the robot stops until a user is re-selected. We also faced 
some issues with occlusion for skeleton tracking. For this, multiple 
Kinect devices can be combined to expand the workspace or deal 
with occlusion issues. 

We also plan to explore an alternative wearable-based full body 
pose tracking system similar to a chest-band [25] or a wrist-mounted 
device [24, 36]. Adopting these wearable-based tracking systems 
would potentially improve the tracking performance under com-
plex scenarios, would further enhance the interaction experience 
of our system. 

Our system could also beneft from tracking and rendering eye 
movement to convey implicit gaze direction and social cues. Wear-
able eye tracking systems are becoming more common [69], but 
it is important to note that, for conveying accurate gaze direction 
through eye rendering, alternative ways to render a collaborator’s 
face may be needed, such as face-shaped display [42] or 3D dis-
play [62], as a fat articulated display is known to cause Mona Lisa 
efect [31]. 

We noted during the study preparation that visualizing erroneous 
head rotations through a kinectic display has the potential to be 
distracting and misleading. To explore a solution to address this 
problem, we attached a 9 DoF IMU sensor (BNO055) to a pair of 
glasses that tracks the absolute head orientation, which can be 
combined with NeckFace used for facial tracking (Fig. 13 Left). 
The detected rotations were used for controlling the pan and tilt 
direction of the display. We used the body orientation captured 
with Kinect to obtain the relative head orientation to the body. Our 
test shows that the tracking is very reliable and it works well with 
NeckFace (Fig. 13 Right). 

6.2 Enabling Physical Manipulation 
The focus of our work is set primarily on enabling seamless movement-
in-space. Thus, object manipulation was not implemented as a part 
of the system. There are many design activities that do not require 
object manipulation. In a design review session, for example, stu-
dents present their projects on a design board. In this particular 
case, a shared digital board (as demonstrated in our system) will 
act as the shared task space. Architects often present their artefact 
without letting their clients manipulate the model. Also, in training 
scenarios, an expert can train beginners on how to use tools such as 
a 3D printer without moving it as demonstrated during our study. 
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In these cases, assuming symmetry between the two locations is 
a viable solution. Clearly object manipulation could be important, 
but we concluded that it was best left as future work given our 
focus. Some previous work in robotics or HRI communities has 
explored means to manipulate physical objects [6], and the integra-
tion of object manipulation to our approach could beneft remote 
collaboration. 

6.3 Adapting to Asymmetric Scenarios 
Although both remote and local collaborators can access physical 
representation of one another through a robot, our system assumes 
that each location has an identical setup in its layout and size. 
Practical settings often have diferent confgurations of layout for 
physical objects (e.g., design board, tables, chairs) and space size. 
One possible solution to this is to remap human movements in one 
space to the mobile robot in the other space in such a way that 
the context is maintained, similarly to the approach adopted in 
RemoteCoDe [59] although mobility makes it more complicated. 
Alternatively, a VR interface could be a viable way to enable move-
ment-in-space asymmetrically as the remote VR user could use 
limited space to move from one task area to another while being 
immersed in a remote environment. Looking further into the future, 
we envision a system in which the robot has enough autonomy to 
remap automatically and dynamically the intended movements of 
the remote user into acceptable and collision-free movement in the 
local setting. 

6.4 Height of a Robot 
The adjustable height of a robotic embodiment helps to convey 
whether a user is "sitting" or "standing" [13]. The study by Ju et al. 
demonstrated that some collaborators sit around a table to examine 
an artifact or listen to a speaker at a whiteboard, while others go to 
a whiteboard to elaborate or explore ideas [30]. Designers switch 
the status of sitting and standing when changing their focus area or 
picking up a tool. During the design process, we also noticed that 
people lean forward to take a close look at an object even if they 
are not seated. Enabling height variation would be a useful addition 
to help designers better coordinate their actions in collaborative 
design. A solution to support this could be to place the display on a 
linear translation table so that the height can be adapted as needed. 

7 CONCLUSIONS 
We propose a novel approach of enabling seamless movement-in-
space interactions in open space through the design and imple-
mentation of ReMotion, designed to support remote open-space 
activities. ReMotion tracks body, head, and face motions to control 
automatically a mobile robotic proxy and reproduce the intentions 
of a remote collaborator in shared space. Our omnidirectional mo-
bile platform has the ability to reproduce complex human move-
ments. Our preliminary study showed that ReMotion can enhance 
the sense of presence through the movements of the robot and 
facilitate the sharing of attention among collaborators by aford-
ing peripheral awareness. It also revealed that the movements of a 
collaborator afect the participants’ usage of the shared space. 
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